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ABSTRACT

Seasonal forcing is applied to an idealized model of the ocean–atmosphere system by prescribing monthly values of solar insolation at the top of the atmosphere and wind stress at the ocean surface. In addition, meridional near-surface wind velocities are applied for the advection term in the parameterization of the atmospheric moisture transport. The simulated seasonal cycle is compared with observations and reanalysis climatologies. It is found that the model can reasonably well simulate the present-day seasonal cycle. Largest model errors are found in the performance of the hydrological cycle. The sensitivity of the thermohaline circulation is examined with respect to seasonal versus annual-mean forcing. It is shown that meridional overturning is increased (20%) if seasonal forcing is applied instead of annual-mean forcing. Both seasonality in wind stress and insolation forcing contribute to the increased overturning. Two stable equilibria, one with deep water formation in the North Atlantic and one without, exist irrespective of seasonal or annual-mean forcing. However, lower sensitivity of the thermohaline circulation to meltwater input into the North Atlantic results if seasonal forcing is applied. It is shown that a large part of this difference is due to an increased effective vertical heat diffusion in the seasonally forced model. Vertical mixing is enhanced by the wind-induced seasonality in meridional overturning. A quantitative estimate of the difference in effective vertical eddy diffusivities between the seasonally and the annually forced model versions is given.

1. Introduction

There is substantial geological evidence that during the Quaternary (about the last 2 million years), the climate system has undergone large changes. Several ice ages with low temperatures, large continental ice sheets, and low sea level alternated with interglacials during which the global ice volume was substantially smaller and climate was warmer (Imbrie et al. 1992). It has been hypothesized that the glacial interglacial cycles are forced by astronomical variations in the earth’s orbital parameters. These variations could change the solar insolation received by the earth’s surface and triggering the buildup or melt of the large continental ice sheets (see Berger 1988 for a review).

Overlayed but somehow connected to these changes on long timescales (~100 ky) are rapid climate fluctuations recorded in Greenland ice cores (Dansgaard et al. 1993) during the last glacial. Although effort has been made in recent years to model the large-scale features of the glacial interglacial variations using simplified models (Berger et al. 1998; Paillard and Labeyrie 1994), the role of the oceans remains largely unexplored. After the continental ice sheets the oceans have the longest timescale O(1000 yr) of variability in the climate system. About one-half of the equator-to-pole heat transport is made by the oceans. It has been suggested that at least some of the rapid changes during the last ice age have been induced by fluctuations of the thermohaline circulation in the North Atlantic (Bond et al. 1993; Broecker 1997).

In this study we supplement a climate model that includes the deep ocean circulation with the seasonal cycle. Since the changes in insolation from the astronomical (or Milankovic) theory are very small in the annual mean and much stronger if particular seasons are considered, a model suitable for a test of the Milankovic theory must resolve the seasons. The purpose of the present paper is to approach this problem for a low-order climate model whose atmospheric component consists of an energy balance model. We present the model spinup, coupling procedure and the performance of the present-day seasonal cycle.

The paper is organized as follows. Sections 2 and 3...
describe the model and the coupling strategy. In section 4 the present-day climate as simulated by the model is compared with various observational data and data from reanalyses. As a first application of the model we study the different steady states of the North Atlantic thermohaline circulation and the sensitivity for a transition between them concerning annual versus seasonal forcing in section 5.

2. Model description

We use the zonally averaged ocean model of Wright and Stocker (1992), which consists of three basins representing the Pacific, the Atlantic, and the Indic connected through a zonally well-mixed Southern Ocean. A uniform depth of 4 km is assumed. The ocean is coupled to a vertically and zonally averaged energy balance model of the atmosphere (Stocker et al. 1992) supplemented with an active hydrological cycle (Schmittner and Stocker 1999). In the parameterization of the meridional moisture flux a slight formal change from Schmittner and Stocker (1999) is made. We write the meridional water vapor (or latent heat) flux $L$ according to Schmittner et al. (2000) as

\[ L = \alpha_x u q - K \frac{\partial q}{\partial y}, \]  

where $\alpha_x = 0.6$ is a constant of proportionality, relating the near-surface moisture flux to its vertically-averaged value. The $u$ is a near-surface meridional wind velocity and $q$ is the specific humidity. A constant relative humidity $r = 0.85$ is assumed, and the saturation specific humidity $q_s$ allows one to express $q = q_s(T)$ in terms of near-surface air temperature $T$. The first term on the rhs of Eq. (1) represents the flux by the mean meridional circulation and the second term stands for the transport by transient eddies. For $u$ a monthly climatology of 10-m meridional wind velocities is used computed from the 15-yr (1979–94) reanalysis from the European Centre for Medium-range Weather Forecasts (ECMWF; Gibson et al. 1996).

Parameters and geometry are as described in Stocker and Wright (1996) if not mentioned otherwise. Up to now the model has been used in annual-mean mode only. The coupling procedure makes use of the steady-state heat and freshwater fluxes from the ocean spinup that leads to a stable state after coupling without the use of explicit flux corrections (Sausen et al. 1988). Therefore, uncertain atmospheric parameters, like for example emissivities or eddy diffusivities, are calculated using observations together with the fluxes from the ocean spinup. Each different ocean spinup therefore leads to different atmospheric parameters. This results in an atmospheric model component whose parameters are objectively tuned such that implied fluxes match those of the ocean perfectly. We apply “objective tuning” also for the seasonal forcing.

Stocker et al. (1992) have shown that the coupling method does not necessarily lead to a stable steady state after coupling. Transitions are possible if the ocean state prior to coupling is not sufficiently close to steady state, for example, if intermittent convection is present. Therefore it is not clear a priori that this method can be applied also for seasonal forcing. Here we will show that this is possible with slight changes of the coupling method described in Stocker et al. (1992). A perfect match could, of course, be achieved by varying all parameters with the month of year. But such an approach would lead to a highly parameterized and constrained model that is matched to the present-day climate. Thus, our philosophy is to use rather time-independent parameters and annual-mean quantities for their determination. In this case an independent validation of the parameterizations is possible for the present-day seasonal cycle.

3. Spinup and coupling procedure

The ocean is spun up by relaxing the sea surface temperatures (SSTs) and salinities to monthly mean observations at 30-m depth (Levitus et al. 1994; Levitus and Boyer 1994). Salinities in the northernmost box of the North Atlantic have been increased by 0.3 per mill in order to get a realistic salinity of the North Atlantic Deep Water (NADW). A monthly climatology of the zonal wind stress is computed from the ECMWF reanalysis and used as the upper boundary condition for momentum. After the model has reached a quasi-steady state, which occurs usually after 1000–3000 years, the atmosphere is coupled to the ocean. Note that the same wind stress will be applied after coupling since the energy balance model does not predict wind velocities. Heat and freshwater fluxes, however, can freely vary between ocean and atmosphere after coupling.

The determination of the atmospheric parameters closely follows Stocker et al. (1992). Note that heat and freshwater fluxes of the ocean spinup are used in order to avoid drift after coupling. It is important to stress that only annual-mean values are used for these calculations. At the top of the atmosphere (TOA) we use outgoing longwave radiation $Q_{\text{long}}$ and incoming shortwave radiation $Q_{\text{short}}$ data in W m$^{-2}$ from the Earth Radiation Budget Experiment (ERBE 1990) modified by Trenberth (1997). For the outgoing longwave radiation $Q_{\text{long}}$ at the TOA a linearized version of the Stefan–Boltzmann law is used:

\[ Q_{\text{long}} = a + bT, \]  

where $a$ and $b$ are constants. Following North et al. (1983) we use $b = 2 \text{ W m}^{-2} \text{ K}^{-1}$. The latitude-dependent constant $a(\phi)$ is calculated from Eq. (2) and annual-mean values of zonally averaged near-surface air temperatures $T$ from the ECMWF re-analysis (ERA; Gibson et al. 1997).

The planetary albedo $a(\phi)$ is determined according to
\[ \alpha = 1 - \frac{Q_{\text{short}}}{Q_{\text{solar}}} \]  

where \( Q_{\text{short}} \) is the solar insolation at the TOA calculated from Berger et al. (1993). In the model simulations discussed below \( \alpha \) is held constant; that is, no temperature feedback on the albedo is allowed.

Then the atmospheric eddy diffusivity for sensible heat and potential energy \( K_T \) is computed according to

\[ K_T = -F_{\text{merid}} \frac{\partial T}{\partial y} \],  

where the annual-mean meridional heat flux \( F_{\text{merid}} \) is calculated by integration of the vertical fluxes at the TOA and the heat flux at the ocean’s surface from the spinup of the ocean model as described in Stocker et al. (1992).

The bulk coefficient for evaporation \( c_E \) is calculated as by Stocker et al. (1992), with the difference that the above-mentioned near-surface air temperature data are used. Precipitation \( P \) can then be diagnosed from the annual-mean freshwater flux at the ocean’s surface as determined from the ocean spinup and from evaporation, \( E^{\text{obs}} \), data from Baumgartner and Reichel (1975). The coefficients for the zonal distribution of precipitation are determined as described in Schmittner and Stocker (1999). Emissivities for downwelling longwave radiation are estimated following Stocker et al. (1992). They are forced to lay in the interval [0, 1] for the transfer coefficient for sensible heat \( D \) we use \( D = 3 \text{ W m}^{-2} \text{ K}^{-1} \) instead of \( D = 10 \text{ W m}^{-2} \text{ K}^{-1} \), which was the value used by Stocker et al. (1992). The reason is that we use near-surface air temperatures that are zonally averaged over ocean and land, while Stocker et al. (1992) used near-surface air temperatures averaged over the ocean only. In Fig. 1 the relation between the sensible heat flux and the air–sea temperature difference is shown as derived from the ERA climatology.

Eddy diffusivities for the meridional moisture transport are calculated by solving Eq. (1) for \( K_q \) and using annual-mean 10-m wind velocities \( \nu \) from the ECMWF reanalysis. The annual-mean latent heat flux \( L \) is diagnosed from the ocean spinup by integrating the surface freshwater balance (Schmittner and Stocker 1999), and annual-mean near-surface air temperatures are again used from the ECMWF reanalysis in order to calculate \( q \). Eddy diffusivities are also forced to be positive.

In Fig. 2 time series of the spinup from the seasonally forced model are shown. After coupling the model drifts into a new equilibrium. Sea surface temperature in the northern North Atlantic raises by 0.25°C. In the North Pacific convection deepens, formation of North Pacific Intermediate Water increases and the maximum Pacific meridional heat flux increases consequently. The reason for the drift is difficult to assess. One point is that sea ice in the model is only allowed to form after coupling. Increased sea ice cover isolates the ocean from the at-
mosphere and inhibits vertical heat fluxes. Another reason is that at some locations negative values of $K_q$ or emissivities larger than one are diagnosed at the time of coupling. These unrealistic values are adjusted, which leads to slightly different heat and freshwater fluxes before and after coupling. Another point is that the strong restoring boundary conditions during the ocean spinup lead to strong seasonal variations of the surface fluxes that are unrealistic. Thus the seasonal variations of the surface fluxes will change after coupling and this may also lead to a certain drift. Nevertheless, the new equilibrium is very close to the state prior to coupling.

4. Performance of the present-day seasonal cycle

Two model versions have been run: one in which the full seasonal forcing as described in the last section is applied, and a second version where exactly the same model parameters are used but the forcing is done with annual-mean values of insolation, wind stress, and meridional wind velocity. First we discuss the performance of the atmosphere model component in section 4a, where we compare the modeled variables with reanalysis data from the National Centers of Environmental Prediction (NCEP) (Kalnay et al. 1996) and with satellite measurements at the TOA. Then in section 4b results from the ocean model are compared with observations.

a. Atmospheric variables

Beginning at the TOA, in Fig. 3 modeled net shortwave and thermal radiative fluxes are shown together with the observations. Both long and shortwave fluxes are well represented in the model. Largest differences between model results and observations are smaller than 15% and occur in the Tropics for the outgoing longwave radiation.

In Fig. 4 annual-mean air temperatures are presented from the two model versions and from the NCEP reanalysis. Both the seasonally forced version as well as the version with annual-mean forcing reproduce the re-
analysis results very well. This is not surprising since annual-mean near-surface air temperatures have been used to determine atmospheric model parameters. It should be noted that for the parameter determination ECMWF temperatures have been used. But these compare very well with the NCEP reanalysis.

How well can the model simulate the seasonal cycle of the low-level air temperature? In Fig. 5 the anomalies of near-surface air temperature are shown for the model together with the NCEP reanalysis data. Both the amplitude as well as the phase of the zonally averaged seasonal temperature variations are quite well reproduced by the model. The model slightly overestimates the amplitude and at high southern latitudes the phase is delayed by less than one month. Although the model parameters were determined with annual-mean information only, the model can surprisingly well simulate the seasonal cycle of the surface air temperatures.

Annual-mean results of zonally averaged precipitation are shown in Fig. 6. The general shape of the reanalysis with maxima of rainfall in the Tropics and at midlatitudes and minima in the subtropics is well reproduced by the model. However, the amplitudes in the extratropics seem to be too large by up to a factor of 2. Note that the smaller-scale features present in the reanalysis data, for example the two maxima in the Tropics, cannot be resolved by the model due to its coarse resolution. Note also that no precipitation data have been used in the determination of the model parameters. The seasonal variations in precipitation are shown in Fig. 7. While the performance of the seasonality in rainfall is well reproduced at low latitudes, the variability is overestimated at mid- and high latitudes especially in the Northern Hemisphere.

Zonally averaged evaporation is shown in Fig. 6 as annual averages. High evaporation rates are found in the subtropics and minima occur in the Tropics and at high latitudes. The agreement with the reanalysis is better than for precipitation, which again is not surprising, since evaporation data have been used for the calculation of parameters. The seasonal performance (Fig. 7) is in poorer agreement with the reanalysis data than the annual mean. The variability is overestimated by the model particularly in mid- and high latitudes. At northern high latitudes in summer even the sign of the anomaly is wrong. This shows the limitation of the simple parameterization of evaporation (Stocker et al. 1992) that is only dependent on air temperature and SST. In reality evaporation strongly depends on the low-level wind velocity. Since the atmospheric model component contains no dynamics, it cannot simulate wind velocities, and therefore we must accept this limitation. The errors in the seasonal cycle of precipitation are largely
Fig. 7. Zonally averaged (left) precipitation and (right) evaporation anomalies (mm yr$^{-1}$) as a function of latitude and month of year. Results from the model (lower panels) are compared with data from the NCEP reanalysis (upper panels). Contour intervals are 200 mm yr$^{-1}$ with additional isolines at 600 mm yr$^{-1}$.

Fig. 8. Zonally averaged freshwater flux out of the ocean ($E - P$) as anomalies from the annual mean (mm yr$^{-1}$) as a function of latitude and month of year. Contours as in Fig. 7.

influenced by the errors in evaporation. This is due to the fact that precipitation is calculated as a residual from the divergence of the latent heat flux and evaporation (Schmittner and Stocker 1999). The latent heat flux is in good agreement with the reanalysis data (see Fig. 9) and does not vary much poleward of 40°, hence precipitation must balance evaporation there. The freshwater flux out of the ocean $E - P$ as shown in Fig. 8 is less erroneous since the individual errors of evaporation and precipitation partly cancel each other. The errors in the simulated seasonal cycle of evaporation and precipitation will have an impact on SSTs and air temperatures. However, their influence on the simulated seasonal cycle in air temperatures (see Fig. 5) is not very large. We will show below that the same is true for the simulation of SST.

The modeled seasonal cycle of both latent and sensible meridional heat fluxes is in reasonable agreement with the reanalysis data (Fig. 9). The amplitude of the tropical changes in latent heat flux is underestimated by 30% but the phase is well reproduced by the model. The sensible heat flux variations are in even better agreement with the reanalysis. The modeled latent heat flux consists of an advective part, represented by the first term on the rhs of Eq. (1) and a diffusive part, represented by the second term on the rhs of Eq. (1). The advective part, which should mimic the effect of the mean meridional circulation, is strongest at low latitudes, while the diffusive part, which represents the
Fig. 9. Zonally averaged atmospheric meridional heat flux anomalies (PW; 1 PW = $10^{15}$ W) as a function of latitude and month of year. Latent heat fluxes (left panels) and sensible heat fluxes (right panels) are contoured with isoline intervals of 1 PW and additional contours at $\pm 0.5$ PW and $\pm 0.2$ PW. Results from the model (lower panels) are compared with data from the NCEP reanalysis (upper panels).

Fig. 10. Latitude–depth section of simulated annual-mean streamfunction of the Pacific (upper) and Atlantic (lower) oceans in Sverdrup (1 Sv = $10^6$ m$^3$ s$^{-1}$). Isoline difference is 3 Sv.

transport by transient eddies, dominates at midlatitudes. This is also in qualitative agreement with observations (Peixoto and Oort 1992).

b. Oceanic variables

The annual-mean streamfunction of the Pacific and Atlantic Oceans simulated by the seasonally forced model is shown in Fig. 10. Deep water is formed in the northern North Atlantic and in the Southern Ocean. The NADW sinks to depths between 1.5 and 3.5 km then flows southward crossing the equator and finally entering the Antarctic Circumpolar Current (ACC). Then the deep water flows into the Pacific and Indic (not shown), where it slowly upwells. The return flow back to the North Atlantic occurs in surface and subsurface waters. Antarctic bottom water (AABW) flows northward in the Atlantic to about 20°N. This simulated global ocean circulation is broadly consistent with the conveyor belt picture (Schmitz 1995).

Global overturning also exhibits a strong seasonal cycle. Figure 11 shows the difference of the global streamfunction between the winter and summer half of the year. Three wind-induced (Ekman) cells appear: a strong one at low latitudes and two weaker at mid- and high latitudes. This is in accordance with results from three-dimensional ocean models (Bryan and Lewis 1979; Nakano et al. 1999).

Modeled annual-mean distributions of temperature
and salinity are shown in Figs. 12 and 13 together with observations. Generally, the agreement between model and observations is good. The deep Pacific is colder than the deep Atlantic except for the south Atlantic that is filled with cold AABW. The modeled thermocline is slightly too diffuse, so that deep and intermediate waters get somewhat too warm. In the salinity distribution of the Atlantic the different water masses are well simulated except for the influence of the Mediterranean outflow that is not included in the model. NADW enters from the north with a salinity of about 34.9 per mill, while northward-flowing Antarctic intermediate waters at about 1000-m depth and AABW are much fresher. In the Pacific no deep water is formed, which results in a fresher deep ocean. Instead intermediate waters from northern and southern origin are present. The simulated intrusion of the Pacific intermediate waters is too deep compared with the observations (note the depth of the equatormost extension of the 34.55 isoline).

Basin-averaged depth profiles of temperature and salinity are plotted in Fig. 14 for both model versions. Generally, the agreement with the observations is quite good. Obvious differences between model results and observations are found in the Southern Ocean where deep waters are too warm and fresh in both model versions. The simulated thermocline in the Pacific is too deep. Slight improvements are seen for the seasonally forced version particularly in the deep Atlantic and shallow Pacific salinities.

Seasonal anomalies of SST from the model simulation are compared with observations in Fig. 15. The model performance is in excellent agreement with the observations. By comparison with Fig. 5 we note that SSTs lag the near-surface air temperature changes by one to two months. The annual cycle of the modeled zonally averaged vertical heat flux at the ocean surface shows maximum heat fluxes of more than 200 W m$^{-2}$ at high northern latitudes in winter (not shown). Its simulated seasonal variability is consistent with three-dimensional model results (Maier-Reimer et al. 1993).

Figure 16 shows the development of the mixed layer in the northernmost North Atlantic model grid box. A shallow very stably stratified surface layer is present.
during the summer months from June to October. Then convection slowly increases the mixed layer depth from November to April. Deep convection appears in late winter/early spring. After April the mixed layer quickly shallows.

5. Strength and stability of the thermohaline circulation (THC) for seasonal versus annual-mean forcing

a. Stability of the THC to freshwater perturbations

Here we explore the sensitivity of the North Atlantic thermohaline circulation to seasonal versus annual-mean forcing. Therefore perturbation experiments are conducted in which we add a freshwater anomaly to the northern North Atlantic between 65° and 80°N. In a first set of experiments the equilibrium response to a fast perturbation is examined. The freshwater is added permanently in form of a step function with different amplitudes. The overturning of the Atlantic after 1000 years of integration is shown in the left panel of Fig. 17.

For small values of the perturbation the deep water formation decreases linearly with the perturbation amplitude. If the perturbations exceed a certain threshold
Fig. 15. SST anomalies zonally averaged over all basins as a function of latitude and time. Upper panels show observations (Levitus and Boyer 1994) vertically averaged between the surface and 50-m depth, which corresponds to the depths of the model surface grid boxes. Isoline difference is 1°C.

Fig. 16. Potential density (kg m$^{-3}$) in the upper 1800 m of the northern North Atlantic between 65° and 80°N during a seasonal cycle.

The system switches into a state without North Atlantic deep water formation. This threshold value is about 0.12 Sv for the seasonally forced model and 0.08 Sv for the annual-mean model. If the perturbation is applied slowly (see right panel of Fig. 17) the ocean has more time to mix the freshwater anomalies into the deep layers, and the threshold values increase. However, the difference between the seasonally forced and the annual-mean model versions are similar as for the fast perturbations.

The new equilibrium state is characterized by a strong reduction of the northward heat flux in the Atlantic. This leads to a cooling of the Northern Hemisphere and a warming of the Southern Hemisphere as shown in Fig. 18. Maximum cooling occurs around 70°N in late winter/early spring. The reason is that deep convection and the associated heat loss to the atmosphere occurs during that time in the seasonally forced model (see Fig. 16).

It can also be seen from Fig. 17 that the steady-state overturning of the two model versions is different. The annual-mean version exhibits a deep water formation rate reduced by more than 20% compared with the seasonally forced model. This can be one reason of the different threshold values. We hypothesize that due to the seasonality of the meridional overturning shown in Fig. 11 the vertical diffusion of heat, particularly at low latitudes, is enhanced in the seasonal model. This leads to a stronger overturning and hence to higher threshold values. If the vertical diffusivity is reduced in the seasonal model until the unperturbed overturning rates are...
nearly the same for the seasonal and the annual-mean model, the threshold values are much closer as also shown in Fig. 17. This supports our hypothesis that a large part of the difference between the annual-mean forced steady state and the seasonally forced steady state can be explained by an increased effective vertical diffusivity associated with the seasonal variations of the wind-driven circulation.

b. Vertical mixing and the strength of the THC in equilibrium

In the following we will examine this hypothesis and the differences between the annual-mean and seasonally forced model in further detail. Therefore, we use model versions with identical parameter settings differing only in the applied forcing listed in Table 1. The coupled model is externally forced by three different mechanisms: insolation at the TOA, wind stress at the ocean surface, and near-surface wind velocity in the atmospheric moisture advection. In model version S all of these parameters are changing with the seasons, while in version A only annual-mean values are used. Note that versions S and A are identical with the two model versions used in section 4 referred to as the seasonal and annual-mean model. In order to isolate the importance of the individual terms we additionally use versions with annual-mean values in only one of the forcing terms (AW, AI, AM).

In order to examine vertical diffusion in the deep ocean a passive tracer is injected everywhere at 1750-m depth with a constant rate of 1 yr\(^{-1}\). The tracer is then transported through advection, diffusion, and convection. Without any transport the tracer concentration would increase by one every year at the injection level and would be zero elsewhere. In Fig. 19 the tracer concentration averaged over all basins between 30\(^\circ\)S and 30\(^\circ\)N is shown at year 100. The seasonally forced model S shows lower tracer concentration at the injection level by about 10% compared with the annual-mean model A. At shallower and deeper levels the tracer concentration is larger in the seasonal model. This shows that vertical diffusion is increased in the seasonally forced model version. If only the wind stress forcing is held constant throughout the year (AW) but insolation and moisture advection still vary seasonally, the tracer profile is very similar to the annually forced model A. This clearly indicates that the increased vertical diffusion in the seasonally forced model is caused by annually varying wind stress. The wind-induced seasonal overturning shown in Fig. 11 leads to a vertical displacement of water masses at different latitudes. Horizontal diffusion and advection are then acting on these displaced water masses. The combined effect is an increase of vertical mixing throughout the water column.

The effect of seasonality in solar insolation on vertical
mixing of water masses in the deep ocean is small as can be seen from the tracer profile of model version AI that is very similar to the seasonally forced model S. The same is true for seasonality in the moisture advection (not shown).

Next we present two attempts to quantify the effect of the seasonal overturning on the effective vertical diffusivity. First we used the model versions described above and changed the vertical eddy diffusivity. After 5000 years of integration a new steady state was reached. In Fig. 20 we show the dependence of the strength of the Atlantic thermohaline circulation on the eddy diffusivity in the new equilibrium. The circulation strength depends monotonically on the eddy diffusivity. Increased downward diffusion of heat leads to a warmer deep ocean, decreased static stability, and increased pressure difference between the deep high and low latitudes. Assuming a power law $\psi \sim (K_y)^{\gamma}$, where $\psi$ is the maximum overturning streamfunction in the Atlantic, we obtain exponents $\gamma = 0.33$ for the annual and $\gamma = 0.18$ for the seasonal model. The value for the annual-model is in good agreement with the values found by Bryan (1987; $\gamma = \frac{1}{3}$) using a three-dimensional ocean model and Wright and Stocker (1992; $\gamma = 0.36$) using the same ocean model as in this study with restoring boundary conditions. The dependence of the streamfunction on the diffusivity is lower if seasonal forcing is applied.

Generally, Atlantic overturning is weaker in the annually forced model (A) than in the seasonally forced version (S) irrespective of the value of $K_y$. Version AW (annual mean wind stress) shows slightly larger overturning than version A, while AI has somewhat smaller overturning than the seasonal model (version S). The similarity between versions S and AI on the one hand and A and AW on the other hand is particularly obvious for small values of $K_y$. For versions A, AW, and AI a threshold exists, below which no deep water formation in the North Atlantic is possible. This threshold value is $2 \times 10^{-5}$ m$^2$ s$^{-1}$ for the versions with annual-mean wind stress A and AW. It is much smaller ($0.2 \times 10^{-5}$ m$^2$ s$^{-1}$) in version AI and in the full seasonally forced model S Atlantic overturning remains active even for values as small as $1 \times 10^{-5}$ m$^2$ s$^{-1}$.

This shows that both, seasonal wind stress forcing as well as seasonal insolation leads to a stronger Atlantic THC compared with annual-mean forcing. The effect of the seasonality in wind stress is larger than that of insolation, particularly for low values of $K_y$. Note that these experiments have also been performed for version AM with seasonal wind stress and insolation but annual-mean moisture advection. The results are virtually the same as for the seasonal model S, implying that seasonality in the moisture advection, which is largest at low latitudes, has a negligible effect on the strength of the THC in equilibrium. If the amplitude of the seasonal variations in the wind stress is doubled (version S2), while keeping the annual-mean wind stress constant, Atlantic overturning increases for all values of $K_y$. This implies that the effect of the seasonal wind stress forcing on effective vertical diffusion and overturning depends on the magnitude of the seasonal variations in wind stress.

From Fig. 20 we can estimate the effect of the seasonal cycle in the meridional circulation on the effective vertical eddy diffusivity as the difference in the diffusivities between the model versions S and AW. This difference is around $2 \times 10^{-5}$ m$^2$ s$^{-1}$ for the whole range of circulation strengths.

As a second approach of a quantitative estimation of the increased vertical diffusion the vertical penetration of an artificial tracer from the surface is examined for the different model versions. The tracer was set to 1 at the ocean surface and then transported by the model via advection, diffusion, and convection. A penetration depth $\Delta z^*$ can be defined as follows:

$$\Delta z^* = \frac{\int Cz \, dz}{\int C \, dz}.$$

Here $C$ denotes the tracer concentration and the integration is carried out from the sea surface to the bottom. Since the different model versions show a different mean circulation, with stronger ventilation of the deep ocean in the seasonal model, it is necessary to rule out the effect of the mean circulation on the penetration depth. In order to avoid the influence of the mean circulation on the tracer distribution in the deep ocean, where the tracer is carried mainly through convection at high latitudes and advection and horizontal diffusion at depth, we investigate the penetration depth in the tropical Pacific during the first 20 years after the stepwise tracer supply at year 0. At year 20 the tracer concentration in the deep tropical Pacific is still negligible. An effective vertical diffusivity $K_y^*$ can be defined by...
6. Conclusions

We have shown that the coupling strategy used for the annual-mean model (Stocker et al. 1992) can also be applied for the seasonally forced version with some minor changes. Therefore, atmospheric parameters are calculated such that the heat and freshwater fluxes of the atmosphere match those from the ocean spinup. The use of annual-mean values from the ocean spinup and from observations for the determination of the atmospheric parameters enables an independent validation of the simulated seasonal cycle. After coupling, the system settles into a state similar to the one prior to coupling without the use of explicit flux corrections. The performance of the annual variations on the largest spatial scales is quite satisfactory. Largest errors appear in the parameterizations of the hydrological cycle particularly of evaporation and precipitation. At the top of the atmosphere the largest errors (up to 15%) occur in the parameterization of outgoing longwave radiation in the Tropics. It is likely that these errors are reflected in the surface energy balance and in the simulation of surface air temperatures and SSTs. However, their influence is not very large and the simulated seasonal cycle in both SSTs and surface air temperatures is in good agreement with observations. The simulation of the deep ocean water masses is also in reasonable agreement with observations. Deep water properties are similar in the seasonally forced model and in the annual-mean model. This suggests that the large-scale circulation and water mass properties of the deep ocean are largely determined by the annual-mean heat and freshwater fluxes and are relatively insensitive to errors in their seasonal variation.

Both the seasonal as well as the annual model exhibit two stable equilibrium states. One corresponds to today’s thermohaline circulation with deep water formation in the North Atlantic and the other to a state with absent North Atlantic deep water production. Therefore, the fundamental solution structure of the coupled model is not dependent on the seasonal cycle. This is consistent with three-dimensional coupled atmosphere–ocean model results (Manabe and Stouffer 1999). The different sensitivity of the thermohaline circulation for a transition between these states concerning seasonal or annual-mean forcing is due to a stronger equilibrium overturning in the seasonally forced model. Both, seasonal wind stress forcing and seasonal variations in insolation at the top-of-atmosphere contribute to the enhanced overturning. However, the effect of the seasonality in the wind stress forcing is larger than that for insolation. Seasonally varying wind stress induces seasonal changes in the meridional overturning that increases vertical mixing of water properties. This increased effective vertical diffusivity has been estimated to be $1 \times 10^{-5}$ to $2 \times 10^{-5}$ m$^2$ s$^{-1}$. Currently used values of the vertical diffusivity in coarse-resolution ocean general circulation models are often larger than those inferred from observations (Manabe and Stouffer 1999; Ledwell et al. 1995).

$$K_* = \frac{(\Delta z^*)^2}{\Delta t},$$

where $\Delta t$ is the time elapsed since the beginning of the experiment. In Fig. 21 the effective diffusivities in the tropical Pacific are plotted as a function of time for the different model versions. Around year 20 the values approach a minimum. After year 20 the effective diffusivities slowly increase again as the tracer concentration in the deep ocean increases (not shown). For the annual-mean model the effective diffusivity $K_*^a$ around year 20 approaches the explicit diffusivity $K_e = 4 \times 10^{-5}$ m$^2$ s$^{-1}$. In the seasonal model the effective diffusivity approaches a larger value. The difference between the seasonal and annual effective diffusivities is about $1 \times 10^{-5}$ m$^2$ s$^{-1}$ and this value is reached very fast after the beginning of the experiment. The results from model versions AW, AI, and AM confirm the relative importance of the different forcing mechanisms to the differences in the seasonal and annual models already described above. Seasonal windstress forcing is the largest influence on vertical mixing and overturning strength, followed by seasonal insolation, whereas seasonality in moisture advection plays a negligible role. While in the previous experiments, in which the tracer was injected at 1750-m depth, the differences between the annual-mean and seasonal model versions could be almost entirely explained by the wind stress effect (see Fig. 19), here the effect of the seasonality in insolation seems to have a larger influence. This is most probably due to the effect of the seasonally varying thermocline on the vertical tracer transport in surface and subsurface waters.

Summing up, the effect of the seasonally varying meridional overturning on the effective vertical eddy diffusivity is estimated to be between $1 \times 10^{-5}$ to $2 \times 10^{-5}$ m$^2$ s$^{-1}$ in this model. The values would be larger for an increased seasonal amplitude of the wind stress forcing.

Fig. 21. Effective vertical diffusivities in the tropical (20°S–20°N) Pacific as a function of time. Values are calculated from the penetration depth of a tracer released at the sea surface at time 0.
1994). Our results suggest that in a seasonally forced model much smaller values of the vertical eddy diffusivity might be chosen than in a model with annual-mean forcing, without leading to an unrealistic THC. Because vertical diffusion, or more generally mixing, is a key process in determining overturning, water mass composition, and stability thresholds, the seasonal cycle is an important extension of this climate model for future experiments.
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